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Appendix S1: Deming Regression 

Deming regression was first introduced by Adcock (1878). Kummell (1879) extended the method by 

allowing for the errors in the dependent and in the independent variable to have different variances 

(although the former was still assumed to be proportional to the latter for all observations). The 

method is named after the statistician W. Edwards Deming who propagated it (Deming, 1943). For 

our regression, we use the following model: 
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where *
,tiy  are the true values and tiy ,  are the observed values for the performance of player i in 

period t (t = 1,2) and where i,t is the measurement error that is normally distributed with a mean of 

zero. 

While standard regression approaches minimize the sum of squares of residuals for the dependent 

variable (ei,2) only, we here minimize the sum of squares of the standardized residuals for both the 

dependent and the independent variable: 
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This leads to the following objective function: 
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As show in York (1966), the solution is: 
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where 
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In most applications, the variance of the measurement error is not known at the level of individual 

observations. In order to solve the optimization problem it is then usually assumed that the ratio 

   1,2, varvar ii   is the same for all i. We are in the unique situation that we do have accurate 

estimates, which allows us to obtain unbiased estimates of   and  . When the performance of 

poker players is measured as the average number of big blinds won, the variance of the 

measurement error var(i,t) for any specific observation is approximated by titi ns ,
2
, , or the ratio of 

the underlying sample variance of the number of big blinds won ( 2
,tis ) and the number of hands (ni,t). 

When our performance robustness measure is used, the measurement error variance is always equal 

to unity. 
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