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Abstract—This paper examines how risk behavior in the limelight differs
from that in anonymity. In two separate experiments, we find that subjects
are more risk averse in the limelight. However, risky choices are similarly
path dependent in the different treatments. Under both limelight and
anonymous laboratory conditions, a simple prospect theory model with a
path-dependent reference point provides a better explanation for subjects’
behavior than a flexible specification of expected utility theory. In addi-
tion, our findings suggest that ambiguity aversion depends on being in the
limelight, that passive experience has little effect on risk taking, and that
reference points are determined by imperfectly updated expectations.

I. Introduction

INDIVIDUAL decision making is at the core of both eco-
nomics and psychology. Continuous research efforts

have resulted in a rich literature. Still, a persistent concern
about empirical research in this field is that specific contex-
tual aspects may restrict the generalizability of findings.
Each laboratory or field setting provides its own unique
context that cannot be disregarded a priori (Loewenstein,
1999; Levitt & List, 2007a, 2007b; Falk & Heckman, 2009;
Camerer, 2015). One particular aspect of the context is the
degree of public scrutiny under which a decision is made.
Psychological research indicates that the mere presence of
others can facilitate performance in simple tasks but impair
it in more complex ones (Zajonc, 1965; Bond & Titus,
1983), and that the expectation that one may have to justify
one’s decisions to observers creates a desire to make deci-
sions that others will judge favorably (Lerner & Tetlock,
1999).

This paper examines to what extent public scrutiny
affects risk behavior. In our professional and private lives,
we make risky decisions under varying degrees of scrutiny.
Mapping the influence of this contextual aspect is therefore
an important step in broadening the scope of our under-
standing of risky choice. Also, from a methodological point
of view, it is useful to know to what extent findings on risk
preferences from a behavioral laboratory generalize to
actual situations with more scrutiny and whether risky

choices observed in a high-scrutiny field setting resemble
those in a situation with more privacy.

A special example of the relevance of our research ques-
tion is in the growing literature that studies decision making
under risk on the basis of TV game shows. Shows that have
been used include Card Sharks (Gertner, 1993), Jeopardy!
(Metrick, 1995), Illinois Instant Riches (Hersch & McDou-
gall, 1997), Lingo (Beetsma & Schotman, 2001), Hoosier
Millionaire (Fullenkamp, Tenorio, & Battalio, 2003), Deal
or No Deal (Post et al., 2008), and Who Wants to Be a Mil-
lionaire? (Hartley, Lanot, & Walker, 2013). These shows
offer unique opportunities to increase our understanding of
how individuals and households make consequential risky
decisions such as stock market investments and the pur-
chase, insurance, and financing of property.1 Given the
attractive and distinguishing combination of features that
game shows can have, more papers based on game shows
are likely to appear. Some critics, however, question the
external validity of game show research, arguing that con-
testants’ choices might be influenced by pressures from the
audience and distress from being in the limelight. As Gert-
ner (1993, p. 519), for example, noted, ‘‘If contestants care
about the entertainment they provide, they may make risk-
ier decisions than they otherwise would.’’

Economic studies on public scrutiny are primarily
focused on social preferences (Levitt & List, 2007a,
2007b). Surprisingly, whether and how public scrutiny
influences risky choice has received relatively little atten-
tion from both economists and psychologists. Weigold and
Schlenker (1991) find evidence that subjects display a
degree of risk tolerance they believe to be judged favorably
by observers. Vieider (2009) presents evidence that loss
aversion decreases when subjects are made accountable and
attributes this to the ease with which his subjects could
recognize loss aversion as a bias and their wish to avoid the
negative judgments that could result from displaying it. A
potentially important issue regarding these two studies is
the absence of real incentives, which made it costless for
subjects to make a choice that is not truly preferred but
thought to be more justifiable in the eyes of onlookers. For
hypothetical and incentivized tasks, Miller and Fagley
(1991), Takemura (1993, 1994), and Vieider (2011) find
that gain and loss framing effects decrease when subjects
are made accountable.

First and foremost, this study contributes to the risky
choice literature by comparing risky decision making in
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and out of the limelight. It also adds some evidence to the
literature on ambiguity aversion by comparing the effect of
ambiguity under these two conditions, and to a recent litera-
ture on the effect of experience on choices by comparing
the behavior of subjects with and without passive experi-
ence. Finally, our estimations of structural models of choice
add to the literature on reference point formation.

To analyze how risky choice in the limelight differs from
that under standard experimental conditions, we conducted
two incentivized experiments that mimicked the game of
the TV show Deal or No Deal (DOND). The next section
describes DOND and explains why we used this game. In
both experiments, we employed laboratory and limelight
treatments. In the laboratory treatments, subjects made
decisions in the anonymity of a standard, computerized
laboratory setting as typically employed in economic
experiments. In the limelight treatments, subjects made
their choices in a simulated game show environment, with a
live audience, a game show host, and video cameras. With
these two conditions—one anonymous and one entailing a
high level of public scrutiny—we follow the recommenda-
tion of List, Sadoff, and Wagner (2011) to divide experi-
mental samples over the end points of the possible treat-
ment range. By using a game show environment to create
public scrutiny, we also shed light on the validity of game
shows as natural risky choice experiments.2

We consider two ways in which the differences between
the treatments can influence risky choice. First, we investi-
gate whether the general degree of risk taking differs
between treatments. Second, we examine whether the pat-
tern of path-dependent risk behavior is affected. Earlier
DOND-based research found that people show path depen-
dency in the sense that they take more risk if the game
develops either substantially worse or substantially better
than earlier expectations (Post et al., 2008). These two
effects are known, respectively, as the break-even and
house-money effect (Kameda & Davis, 1990; Thaler &
Johnson, 1990).

If only the general degree of risk taking is affected, this
is problematic only insofar as risk preferences are measured
in one setting and used to derive point predictions about
behavior in another setting. It would imply that it is incor-
rect to apply the same risk preference parameters across dif-
ferent settings. If, however, the pattern in risky choice is
different, the repercussions are potentially more involved
because it would mean that we cannot use the same type of
risky choice model across different settings.

Our results show that subjects are more risk averse in the
limelight than in the anonymity of a typical behavioral
laboratory. Simple statistics, probit analyses, and structural

choice model estimations consistently lead to this conclu-
sion for both our experiments. The estimates for our struc-
tural choice models suggest that the impact of the limelight
on risk preference parameters is substantial.

At the same time, however, we observe a similar pattern
of path-dependent risk behavior in the laboratory and lime-
light treatments. Under both experimental conditions, our
simple prospect theory–inspired model (Kahneman &
Tversky, 1979; Tversky & Kahneman, 1992) with a path-
dependent reference point provides a better explanation for
subjects’ behavior than a flexible specification of expected
utility theory. Although our study is not designed to point
out whether prospect theory or expected utility theory has
greater descriptive power—and any conclusion in this
direction would depend on the precise empirical implemen-
tation of these two theories—it does show that the combina-
tion of elements included in our prospect theory model
comes closer to the appropriate descriptive model of risky
choice and that this finding holds both in and out of the
limelight.

Three other noteworthy findings from our analyses are
related to ambiguity aversion, the effect of experience, and
reference-point formation. First, a design difference between
the two sets of experiments that we conducted reveals that
the effect of ambiguity depends on being in the limelight or
not. Under limelight conditions, subjects take less risk in
tasks where they experience some uncertainty about the dis-
tribution of possible outcomes than in tasks where the distri-
bution is known. This difference in behavior is absent under
laboratory conditions. Second, passive experience does not
seem to affect loss aversion or risk aversion in general. One
of our experiments featured a comeback treatment with sub-
jects who had seen others perform the experimental task at
an earlier occasion. Comparisons between treatments show
that their behavior is largely similar to that of inexperienced
subjects. Last, we find evidence that preferences are based
on imperfectly updated expectations. For all treatments, the
parameter estimates of our prospect theory model indicate
that subjects’ reference points are influenced by their initial
beliefs about task outcomes.

The paper proceeds as follows. Section II describes the
design, procedure, and results of our first experiment. Sec-
tion III reports on our second experiment. Section IV dis-
cusses our results and concludes.

II. First Experiment

A. Design and Procedure

The experiment followed the basic setup of the popular
TV game show Deal or No Deal. In DOND, contestants are
repeatedly asked to make choices between a sure amount
and a risky lottery. At the start, a contestant chooses one
(brief)case out of a total of 26 numbered (brief)cases. Each
closed case contains one of the game’s 26 randomly distrib-
uted and widely ranging monetary amounts. After selecting

2 For domains other than risky choice, a number of studies have investi-
gated this issue before. Tenorio and Cason (2002), Healy and Noussair
(2004), and Antonovics, Arcidiacono, and Walsh (2009) observe how stu-
dents play The Price Is Right and The Weakest Link under laboratory con-
ditions and find that their behavior or performance is similar to that of
contestants in the TV show.
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this personal case, a contestant has to select six of the other
cases to be opened. The prizes in these cases are revealed
and no longer in play, thereby increasing the information
on the prize in the contestant’s personal case. After the con-
tents of six cases have been revealed, an imaginary
‘‘banker’’ offers to buy the contestant’s case. If the contest-
ant decides ‘‘Deal,’’ she receives the amount offered, and
the game ends. If the contestant decides ‘‘No deal,’’ the
game continues and she has to open five additional cases.
Based on the then remaining set of 15 prizes, the banker
makes a new offer. The contestant again has to decide either
‘‘Deal’’ or ‘‘No deal.’’ After a ‘‘No deal,’’ this process con-
tinues until the contestant accepts an offer, or until no case
other than the contestant’s own case is left and she receives
the content of this case. The bank offer typically starts as a
small percentage of the average remaining prize, and this
percentage gradually increases as the game proceeds. The
game lasts for a maximum of nine rounds. The number of
cases to be opened in each round is 6, 5, 4, 3, 2, 1, 1, 1, and
1, reducing the number of remaining cases from 26 to 20,
15, 11, 8, 6, 5, 4, 3, 2, and finally 1. Figure 1 presents a
schematic overview of the course of the game.

In the experiment, subjects played DOND for real incen-
tives in either a computer laboratory (laboratory treatment)
or a classroom mimicking a TV studio (limelight treatment).
The prizes in the experiment were equal to the prizes used in
the original Dutch edition of the TV show, scaled down by a
factor of 10,000. The smallest amounts were rounded up to 1
cent. The resulting set of prizes was e0.01 (nine times due to
rounding up); e0.05; e0.10; e0.25; e0.50; e0.75; e1; e2.50;
e5; e7.50; e10; e20; e30; e40; e50; e100; e250; e500. The
distribution of the prizes was clearly positively skewed, with
a median of e0.63 and a mean of e39.14. Figure 2 demon-
strates how the game was shown to subjects.

The laboratory treatment was conducted as a typical eco-
nomic experiment. Subjects played DOND in the quiet,
controlled environment of a computerized laboratory and
made their choices on a private computer terminal. The set-
ting was designed to minimize potential scrutiny from other
subjects. In particular, computers surrounding a given sub-
ject were empty, and a sunken screen and dividers were
used to ensure privacy.

The limelight treatment was designed to replicate a TV
studio as closely as possible. The experiment took place in
a theater-style lecture room. Subjects made their decisions
on a lighted stage in front of a live audience consisting of
fellow students and some university employees. They were
guided through the experiment by a game show host, played
by a popular lecturer. Furthermore, video cameras were
pointed at the subject on stage. The game was shown on a
computer monitor in front of the subject and projected on a
large screen for the audience. Members of the audience
were allowed to applaud, shout hints, and the like. Before a
game started, the host had a brief introductory talk with the
subject on stage, covering basic topics such as the subject’s
name, age, favorite sports, and other interests.

The data from the limelight treatment have previously
been analyzed in Post et al. (2008).3 To facilitate compari-
sons with the actual game show in that study, each subject
replayed one of the first forty scenarios from the Dutch ver-
sion of DOND: independent of the order in which a subject
opened the numbered cases, the order in which the prizes
and the offers appeared corresponded exactly to the original
scenario. In addition, we matched the gender of subjects
and TV contestants: female (male) subjects were randomly
assigned to scenarios from female (male) contestants. We
did not select these forty scenarios to encourage or avoid
particular situations or behaviors. Rather, subjects played
games that had been randomly generated earlier.4 The
instructions were as similar as possible to those that had

FIGURE 1.—FLOWCHART OF THE GAME

In each of a maximum of nine game rounds, the subject chooses a given number of cases to be opened.
After the prizes in the chosen cases are revealed, an imaginary banker offers to buy the subject’s own
case. If the subject accepts the offer (‘‘Deal’’), she receives the amount offered and the game ends. If the

subject rejects the offer (‘‘No deal’’), play continues and she enters the next round. If the subject decides
‘‘No deal’’ in the ninth round, she receives the prize in her own case (from Post et al., 2008.)

3 The limelight treatment was employed there to analyze the isolated effect
of the amounts at stake. (Another treatment was conducted under identical
limelight conditions but used stakes that were a factor of ten larger.)

4 If a subject played on longer than the original contestant, we had no
information on eliminated prizes and bank offers from that point onward.
We then randomly selected the eliminated prizes ourselves (holding them
constant across treatments) and set the offers according to the pattern
observed for the TV episodes.
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been handed out to TV show contestants. Subjects received
the original Dutch instructions used for the TV version, plus
a cover sheet explaining the experiment. We did not impose
any time constraint.

The subjects were randomly selected from a larger popu-
lation of business or economics students at the Erasmus
University of Rotterdam who had applied to participate in
economic experiments. Forty subjects took part in the lime-
light treatment, and forty took part in the laboratory treat-
ment: one for each of the forty scenarios in both treatments.
We subdivided subjects in the limelight treatment across
two separate sessions. In total, eighty students were invited
to the two limelight sessions—approximately forty per ses-
sion. This was done to ensure a sufficiently large audience
and create a buffer in case some subjects did not show up.
After one subject had finished playing the game, a new sub-
ject was selected to play, until twenty subjects had played
the game. Hence, approximately half of the students in each
session were selected to play. Subjects were paid according
to the outcome of their game. Subjects who were not
selected received no pay. Each game lasted about 5 to 10
minutes, and an entire session lasted approximately 2.5
hours. The forty subjects who were selected for the labora-
tory treatment were similarly subdivided across two differ-

ent sessions. In each session, twenty subjects played the
game simultaneously.

Using the game of DOND has several benefits. Its
appealing qualities have attracted considerable research
attention, making it the most frequently studied game show
in the domain of risky choice (Blavatskyy & Pogrebna,
2010; Brooks et al., 2009a, 2009b; Deck, Lee, & Reyes,
2008; Post et al., 2008). The game involves only simple
stop-go decisions (‘‘Deal’’ or ‘‘No deal’’) that require no
or minimal skill, knowledge, or strategy. Moreover, the
dynamic nature of the game allows not only comparing gen-
eral levels of risk taking between treatments but also the
pattern of path dependence. In addition, subjects may find it
relatively natural to make decisions in front of an audience
when the task at hand is from a TV game show, and the
entertainment value of DOND may help to involve the audi-
ence in the game. The great popularity of the game on TV
brings the advantage that it is generally well understood by
subjects.

B. Descriptive Statistics and Probit Analysis

We observed 579 decisions made by eighty subjects. A
crude way to investigate differences in risky choice

FIGURE 2.—EXAMPLE OF THE GAME AS DISPLAYED ON THE EXPERIMENTAL SCREENS

The various prizes are listed in the columns on the left and right sides. Prizes that are eliminated are blurred. The current bank offer is shown at the top, and the subject or host can select either ‘‘Deal’’ or ‘‘No deal’’
by clicking on the respective button. The remaining cases are shown in the center of the screen, and the subject’s own case is in the bottom left-hand part. This example shows the two options open to a subject after
opening six cases in the first round: accept a bank offer of e5.44 or continue to play with the remaining twenty cases. Note that a comma is used to separate decimals here, as this is common for our subjects.
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between the treatments is to compare subjects’ stop rounds.
The stop round is the round in which a subject decides to
accept the bank offer (‘‘Deal’’), or 10 if she rejects all nine
offers. As the bank offer gradually increases as a percentage
of the average remaining prize, deciding ‘‘Deal’’ at a rela-
tively early (late) stage implies a relatively high (low)
degree of risk aversion.

Figure 3 shows the distribution of the stop round for both
treatments. Subjects in the limelight treatment decide
‘‘Deal’’ earlier than subjects in the laboratory treatment.
The average stop round in the limelight treatment is 6.93
compared to 7.93 in the laboratory treatment. The differ-
ence of exactly one round is statistically significant (t-test:
p ¼ 0.019; Mann-Whitney U test: p ¼ 0.021).

The stop round is a crude measure because it does not
reflect differences in the actual bank offer, the stakes, or the
risk of continuing play. To control for these factors, we per-
form a probit regression analysis. The dependent variable is
the subject’s decision, taking the value of 1 for ‘‘Deal’’ and
0 for ‘‘No deal.’’ We explain subjects’ decisions using the
following variables:

� EV/100: Included to control for the stakes and calcu-
lated as the current average remaining prize (divided
by e100 for more convenient regression coefficients)

� EV/BO: Included to control for the expected return of
continuing play and calculated as the average remain-
ing prize divided by the bank offer, or the expected
relative return (þ1) from rejecting both the current and
all subsequent bank offers

� Stdev/EV: Included to control for the riskiness of conti-
nuing play and calculated by dividing the standard
deviation of the distribution of the average remaining
prize in the next round by the current average remain-
ing prize

� Limelight: The main variable of interest, a dummy
variable that takes the value of 1 if the choice was
made in the limelight treatment and 0 if it was made in
the lab treatment

We do not consider the common demographic character-
istics age and gender. Our subjects are all students of about
the same age, and gender does not have significant explana-
tory power. We allow the possibility that errors of indivi-
dual subjects are correlated through cluster corrections on
the standard errors (Wooldridge, 2003).

Table 1 shows the regression results. As expected for
risk-averse individuals, the propensity to ‘‘Deal’’ is posi-
tively related to the riskiness of continuing play, and nega-
tively related to the expected return of continuing play
Furthermore, the ‘‘Deal’’ propensity increases with the
stakes. Consistent with the simple analysis of stop rounds,
subjects in the limelight are more likely to ‘‘Deal’’ than
those in the laboratory (p ¼ 0.004).

In the context of DOND, people have been shown to take
more risk after earlier expectations have been shattered or
surpassed. In order to investigate this pattern descriptively
for our two treatments, we classify subjects as being
‘‘losers,’’ ‘‘neutrals,’’ or ‘‘winners.’’ We follow the method
of Post et al. (2008), which takes into account the downside
risk and the upside potential of rejecting a bank offer. In
particular, we define a subject’s best-case scenario (BCr)
and worst-case scenario (WCr) of opening another case in
round r as

BCr ¼
nr�xr � xmin

r

nr � 1
; (1)

WCr ¼
nr�xr � xmax

r

nr � 1
; (2)

where nr is the number of remaining cases in round r, �xr is
the average remaining prize in round r, and xmin

r and xmax
r

stand for the smallest and largest remaining prize, respec-
tively. A subject is classified as a loser if her BCr belongs to
the worst one-third of all subjects in that round and as a
winner if her WCr belongs to the best one-third. Game
situations that satisfy neither condition (or both) are classi-
fied as neutral. If two subjects share the same BCr or WCr

FIGURE 3.—DISTRIBUTIONS OF STOP ROUNDS (FIRST EXPERIMENT)

The figure depicts the distribution of the stop round for the two treatments of our first experiment. The
stop round is the round in which the bank offer is accepted (‘‘Deal’’), or ten for subjects who rejected all
offers. In the laboratory treatment, subjects played the game in a standard economic laboratory setting,
while in the limelight treatment, subjects played the game in an environment mimicking a TV studio
with a live audience.

TABLE 1.—PROBIT REGRESSION RESULTS: FIRST EXPERIMENT

Coefficient

Constant �1.340 (0.036)
EV/100 1.836 (0.000)
EV/BO �1.188 (0.004)
Stdev/EV 2.186 (0.000)
Limelight 0.509 (0.004)
LL �131.1
McFadden R2 0.355
No. obs. 579

The table displays the maximum likelihood estimation results of a probit model aimed at explaining
the decisions of the subjects in the laboratory (N ¼ 40) and limelight (N ¼ 40) treatment of our first
experiment. The dependent variable is the subject’s decision, with a value of 1 for ‘‘Deal’’ and 0 for ‘‘No
deal.’’ EV is the current average remaining prize in euros, BO is the bank offer in euros, Stdev is the stan-
dard deviation of the distribution of the average remaining prize in the next game round, and Limelight is
a dummy variable that takes a value of 1 for observations from the limelight treatment. In addition to the
maximum likelihood estimates for the regression coefficients, the table reports the log likelihood (LL),
McFadden R2, and the total No. obs. The p-values (within parentheses) are corrected for correlation
between the responses of a given subject (subject-level cluster correction).
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but one falls below the one-third cutoff and one above it,
then both are classified as neutral.

Table 2 shows the choices of subjects conditional on the
classification of their game situation. In both treatments,
winners and losers continue play more often than subjects
in the neutral group. This difference is especially pro-
nounced for losers.

C. Structural Models

We now move to the estimation of structural choice mod-
els in order to examine how the more risk-averse behavior
in the limelight as opposed to the laboratory corresponds to
differences in risk preference parameters and to further
investigate the pattern of path dependence. We implement
two simple structural models: one in the spirit of expected
utility theory (EU) and the other inspired by prospect theory
(PT).5

Structural choice models allow a wide range of specifica-
tions. For example, there are many ways to specify the uti-
lity function, the error term, reference point dynamics, and
probability weighting. We follow the methodology used in
the earlier DOND-based studies by Post et al. (2008) and
Baltussen et al. (2012) and summarize this approach below.
For further methodological details, background and discus-
sion, we refer to these two prior studies.

For our EU specification, we apply a flexible-form expo-
power utility function that allows the combination of
increasing relative risk aversion (IRRA) and decreasing
absolute risk aversion (DARA):

uðxÞ ¼ 1� exp(� a x1�bÞ
a

; (3)

where a and b are the risk aversion coefficients, subject to
ab � 0 to exclude (more exotic) utility functions that com-
bine concavity and convexity.6 The expo-power function
reduces to a CRRA (constant relative risk aversion) power
function when a ? 0 and to a CARA (constant absolute
risk aversion) exponential function when b ¼ 0.

For PT, we use a simple representation that incorporates
loss aversion, uses probabilities as decision weights, and
has equal curvature for gains and losses. In particular, the
value function is defined as

vðxjRPÞ ¼ ðx� RPÞa x > RP
�kðRP� xÞa x � RP

;

�
(4)

where k > 0 is the loss-aversion parameter, RP is the refer-
ence point, and a > 0 represents the curvature of the value
function.

TABLE 2.—DECISIONS AFTER BAD AND GOOD FORTUNE: FIRST EXPERIMENT

Loser Neutral Winner

Round %BO No. %D %BO No. %D %BO No. %D

A. Laboratory
1 6 14 0 6 12 0 6 14 0
2 15 14 0 13 12 0 15 14 0
3 42 13 0 32 14 0 32 13 0
4 68 14 0 61 12 8 56 14 7
5 83 13 0 74 12 0 73 13 15
6 92 12 8 88 12 25 86 12 25
7 98 9 33 99 11 0 94 9 11
8 104 6 17 101 13 23 102 6 17
9 101 5 20 102 10 70 104 5 60
1–9 100 6 108 13 100 11

B. Limelight
1 6 14 0 6 12 0 6 14 0
2 15 14 0 13 12 0 15 14 0
3 42 13 0 32 14 0 32 13 0
4 68 14 0 61 12 25 56 14 14
5 81 12 0 76 11 18 74 12 17
6 92 11 9 87 9 44 88 11 55
7 94 4 25 98 12 25 93 4 0
8 106 4 0 101 8 50 102 4 75
9 108 1 0 101 7 29 105 1 100
1–9 87 2 97 19 87 16

The table summarizes the decisions of the subjects in the laboratory (panel A: N ¼ 40) and limelight (panel B: N ¼ 40) treatment of our first experiment. The samples are split based on the fortune experienced
during the game. A subject is classified as a ‘‘loser’’ (‘‘winner’’) if her average remaining prize, after eliminating the lowest (highest) remaining prize, is among the worst (best) one-third for all subjects in the same
game round. The table displays the percentage bank offer (%BO), the number of subjects (No.), and the percentage of subjects choosing ‘‘Deal’’ (%D) for each category and game round.

5 Henceforth, we refer to these models as the EU model and the PT
model. We acknowledge that both theories can be implemented through
numerous different and sometimes overlapping specifications. The fit for
EU could, for example, be improved with an even more flexible utility
function that has both concave and convex segments. As we explained in
Section I, our study does not aim to point out whether prospect theory or
expected utility theory has greater descriptive power.

6 Post et al. (2008) and Baltussen et al. (2012) impose b � 0. The pre-
sent specification gives the EU model greater flexibility to capture risk-
seeking behavior. Using b � 0 instead of ab � 0 reduces the expo-power
function to a CARA function (b ¼ 0) for all treatments and yields similar
treatment effects. Also, we do not follow these two studies in including
initial wealth as a free parameter. This simplification is in line with the
standard approach in experimental research and rules out the possibility
of erroneously capturing differences in risk aversion between randomized
treatments by differences in wealth estimates.
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Recent literature suggests that reference points are expec-
tation based and dynamically but partially updated (K}oszegi
& Rabin, 2006, 2007; Abeler et al., 2011; Baucells, Weber,
& Welfens, 2011; Ericson & Fuster, 2011). In this spirit, the
reference point in round r, RPr, is modeled as a function of
the current bank offer, Br, and the relative increase of the
average remaining prize during the game, dr ¼ ð�xr � �x0Þ=�xr;

RPr ¼ ðh1 þ h2drÞ Br; (5)

where y1 < 1 (y1 > 1) indicates that the reference point
generally takes a value below (above) the current bank offer
and y2 � 0 allows for (imperfect) updating of the reference
point across rounds. y2 ¼ 0 reflects perfect updating, while
y2 < 0 implies that the reference point sticks to initial
expectations. To illustrate, when y1 ¼ 1 and y2 ¼ 0, the
reference point equals the current bank offer; when y1 ¼ 1
and y2 ¼ �1, the reference point corresponds to the amount
that would have been on offer if the average prize had been
at its starting level; when y1 ¼ 0 and y2 ¼ 0, the reference
point is 0 and all outcomes are considered gains. Combined
with loss aversion and a value function that is concave for
gains and convex for losses, the reference point model
allows break-even and house-money effects.

Post et al. (2008) and Baltussen et al. (2012) also include
a separate term for changes during the last two rounds. We
drop this short-term lag for brevity and convenience. Bal-
tussen et al. (2012) also found that intermediate changes are
economically and statistically insignificant for the reference
point. Including the term has no material effect on the other
parameters for each of our treatments.7 Moreover, the use
of one single stickiness parameter facilitates comparisons
between treatments.

We make the simplifying assumption that subjects look
ahead only one round, implying that they compare the cur-
rent bank offer with the distribution of possible bank offers
in the next round. As Post et al. (2008) explained, assuming
a myopic frame rather than multistage backward induction
is behaviorally plausible and does not materially affect the
results. Post et al. (2008) also show that the percentage bank
offer can be adequately captured by the simple function

brþ1 ¼ br þ ð1� brÞqð9�rÞ; (6)

where br is the percentage bank offer relative to the
expected value of the remaining prizes in round r and r
measures the speed at which it approaches the expected
value (0 � r � 1). Post et al. (2008) estimate r to be 0.832
for the forty episodes of the Dutch edition of DOND that
we used as scenarios in our experiment. In our analysis, we

treat this bank offer model as deterministic and known to
the subjects.

We apply maximum likelihood techniques to estimate the
unknown parameters. The likelihood of each decision is
based on the utility difference between the current bank
offer and future bank offers. We assume that a decision is
more difficult if the standard deviation of the utility values
from continuing play is larger and set the standard deviation
of the model error proportional to this measure. To reduce
the potential influence of individual observations, we trun-
cate the likelihood of each decision at a minimum of 1%.

Table 3 gives the results of the EU model. For the labora-
tory treatment, the expo-power function converges to a risk-
seeking CRRA power function. In terms of explanatory
power, this model outperforms a naive model that assumes
risk neutrality (w2(2) ¼ 24.27, p < 0.001). In contrast, the
function reduces to a risk-averse CARA exponential func-
tion for the limelight treatment. This model also fits the data
better than a risk-neutral model (w2(2) ¼ 10.29, p ¼ 0.006).

The shapes of the estimated utility functions are thus very
different for the two treatments: one is convex and the other
concave. Certainty equivalents (CEs) and certainty coeffi-
cients (CCs) can help to interpret the degrees of risk aversion
implied by the models. The values nicely illustrate the sub-
stantial differences between the two treatments. For a lottery
with a 50% chance of e100 and e0 otherwise, the implied CE
under limelight conditions is e27.72. The CC is 27.72 / 50.00,
or 55%. For the laboratory treatment, the CE (CC) of e68.91
(138%) is well above the expected value (100%).

The EU specification has difficulties capturing the differ-
ent preferences of losers, neutrals, and winners (as defined
earlier). This is illustrated in table 4, which reports separate
EU-model estimates for the subsamples. In the limelight,
the estimated utility function for losers reflects a preference
for risk, while neutrals and winners are risk averse. In the
laboratory, each subgroup is best described by a model of
risk-seeking preferences, but losers are more risk prone than
neutrals and winners. The CCs illustrate the differences
between the utility functions.

TABLE 3.—EXPECTED UTILITY MODEL ESTIMATES: FIRST EXPERIMENT

Laboratory Limelight

a — 0.021 (0.000)
b �0.861 (0.022) 0.000 (1.000)
s 0.544 (0.000) 0.332 (0.000)

LL �85.5 �78.7
AIC 177.0 163.4
BIC 188.2 174.2
No. obs. 308 271

CC (0/1) 1.378 0.995
CC (0/10) 1.378 0.948
CC (0/100) 1.378 0.554
CC (0/1000) 1.378 0.067

The table displays the maximum likelihood estimation results of our EU model for the laboratory
(panel A: N ¼ 40) and limelight (panel B: N ¼ 40) treatment of our first experiment. Shown are the risk
aversion parameters (a and b) of the utility function and the noise parameter (s). The table also shows
the log likelihood (LL), the AIC and BIC statistics, and the number of decisions (No. obs.). The implied
certainty coefficient (CC; certainty equivalent as a fraction of the expected value) is shown for 50/50
gambles of e0 or e10z, z ¼ 0, 1, 2, 3. The p-values (within parentheses) are corrected for correlation
between the responses of a given subject (subject-level cluster correction).

7 The unimportance of recent changes for the reference point in experi-
ments can be explained by the shorter duration of a game. The original
model was designed to capture the behavior of contestants in the TV ver-
sion, where the recording of a game lasts for about 1 hour and where
recent developments are thus more salient. In our experiments, a game
lasts no more than 10 minutes, increasing the likelihood that subjects sim-
ply compare their current situation with that at the start of their game.
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Table 5 shows the PT estimates. In the laboratory treat-
ment, we find a rather strong utility curvature, with an a of
0.554. The loss aversion coefficient, l, equals 1.505. Both
values differ significantly from unity (a: p < 0.001; l:
p ¼ 0.042). Furthermore, the reference point sticks to ear-
lier expectations, with y2 ¼ �0.045 (p ¼ 0.001). In the
absence of changed expectations, it takes a value that is
close to the current bank offer (y1 ¼ 1.014).

In the limelight treatment, utility curvature (a ¼ 0.711,
p ¼ 0.001) and loss aversion (l ¼ 2.825, p < 0.001) occur
as well. Again, the reference point is sticky (y2 ¼ �0.072,
p ¼ 0.019) and, on average, close to the bank offer
(y1 ¼ 1.040). While the curvature and reference point para-

meters are not significantly different between the two treat-
ments, loss aversion is stronger in the limelight than in the
laboratory (a: p ¼ 0.142; l: p ¼ 0.003; y1: p ¼ 0.166; y2:
p ¼ 0.423).

Finally, note that the PT model, which can capture the
path dependence of risk attitudes through a sticky reference
point, loss aversion, and reflection of the value function
around the reference point, explains subjects’ choices sig-
nificantly better than the EU model. This better fit holds for
both the limelight treatment and the laboratory treatment,
and when we account for the larger number of parameters
as compared to the EU model (consider the very different
AIC and BIC values).

III. Second Experiment

A. Design and Procedure

To investigate the robustness of the results, we conducted
a second experiment. Below we list the design differences.
In all other respects, the new experiment was identical to
the previous one.

First, we used fixed percentage bank offers. Although
subjects in the first experiment had been informed about the
two most important factors that determine the bank offer
(the bank offer strongly depends on the average remaining
prize and the percentage bank offer gradually increases over
the rounds), subjects still faced some ambiguity about the
precise offers. Consequently, we cannot exclude that the
treatment effects are related to ambiguity rather than risk
preferences (Ellsberg, 1961; Camerer & Weber, 1992). In
the second experiment, we therefore used fixed percentage
bank offers for each game round. That is, the bank offer

TABLE 5.—PROSPECT THEORY MODEL ESTIMATES: FIRST EXPERIMENT

Laboratory Limelight

a 0.554 (0.000) 0.711 (0.001)
l 1.505 (0.042) 2.825 (0.000)
y1 1.014 (0.000) 1.040 (0.000)
y2 �0.045 (0.001) �0.072 (0.019)
s 0.334 (0.000) 0.257 (0.000)

LL �66.8 �63.6
AIC 143.7 137.2
BIC 162.3 155.2
No. obs. 308 271

CC (0%) 0.572 0.754
CC (100%) 0.960 0.796
CC (200%) 1.428 1.246

The table displays the maximum likelihood estimation results of our PT model for the laboratory
(panel A: N ¼ 40) and limelight (panel B: N ¼ 40) treatment of our first experiment. Shown are the loss
aversion (l) and curvature (a) parameters of the value function, the two parameters of the reference point
model (y1 and y2), and the noise parameter (s). The table also shows the log likelihood (LL), the AIC
and BIC statistics, and the number of decisions (No. obs.). The implied certainty coefficient (CC; cer-
tainty equivalent as a fraction of the expected value) is shown for 50/50 gambles of e0 or e10z, for any
z > 0, assuming that the reference point equals 0%, 100%, or 200% of the expected value. For l and a,
the null hypotheses are that these parameters equal unity, implying no utility curvature and no loss aver-
sion. The other parameters are tested relative to zero. The p-values (within parentheses) are corrected for
correlation between the responses of a given subject (subject-level cluster correction).

TABLE 4.—PATH DEPENDENCE: FIRST EXPERIMENT

Loser Neutral Winner

A. Laboratory
a — — —
b �1.459 (0.070) �0.459 (0.290) �0.668 (0.101)
s 0.530 (0.000) 0.431 (0.007) 0.577 (0.000)

LL �22.0 �32.9 �28.5
No. obs. 100 108 100

CC (0/1) 1.509 1.244 1.320
CC (0/10) 1.509 1.244 1.320
CC (0/100) 1.509 1.244 1.320
CC (0/1000) 1.509 1.244 1.320

B. Limelight
a �2.251 (0.095) 0.018 (0.064) 0.027 (0.000)
b 0.000 (1.000) 0.000 (1.000) 0.000 (1.000)
s 0.271 (0.000) 0.374 (0.000) 0.252 (0.000)

LL �8.3 �34.5 �20.2
No. obs. 87 97 87

CC (0/1) 1.473 0.995 0.993
CC (0/10) 1.938 0.954 0.932
CC (0/100) 1.994 0.595 0.464
CC (0/1000) >1.999 0.076 0.051

The table shows the maximum likelihood estimation results of our EU model for subsamples from the laboratory (panel A) and limelight (panel B) treatment of our first experiment. For each treatment, the sample
is split based on the fortune experienced during the game. A subject is classified as a ‘‘loser’’ (‘‘winner’’) if her average remaining prize, after eliminating the lowest (highest) remaining prize, is among the worst
(best) one-third for all subjects in the same game round. Definitions are as in table 3.
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was a percentage of the expected value of the prize in the
subject’s case that depended on the round number only. For
rounds 1 to 9, the percentages were 15, 30, 45, 60, 70, 80,
90, 100, and 100, respectively. Subjects were informed
about this precise structure in the instructions.

Second, we added a third treatment. Subjects in the lime-
light treatment passively gained experience in playing the
game by watching the decisions and outcomes of others. In
the first experiment, a subject in the limelight, on average,
had watched 9.5 others play the game before she was
selected to play herself. In contrast, laboratory subjects did
not observe any other subject playing prior to their own
game. To examine whether differences in such passive
experience matter, we also ran a comeback treatment. This
treatment consisted of subjects who had been audience mem-
bers in the limelight treatment but had not been selected to
play the game onstage themselves. These subjects were
invited to play the game in the laboratory afterward.

An additional benefit of this approach is that subjects in
the limelight treatment now always had the opportunity to
play the game. In the first experiment, this was not the case,
as those who were not selected went home empty-handed.
As a result, a sense of relief or feelings of luck may have
influenced the behavior of those selected. Our announcement
of the comeback session avoids this possible confound.

Finally, we used completely random scenarios and more
formal experimental instructions. Because comparison with
the actual game show was not one of the objectives of this
new experiment, there was no need to replay scenarios from
the original TV show or use the instructions that had been
handed out to TV show contestants.

The subjects were a randomly selected subset of first-
year economics students at the Erasmus University of Rot-
terdam who were required to participate as part of a first-
year introductory economics course. We observed 91 sub-
jects in the laboratory treatment, 40 in the limelight treat-
ment, and 51 in the comeback treatment.8 All subjects in

the comeback treatment had previously watched 20 subjects
play the game onstage in our limelight treatment.

B. Analyses

As with the first experiment, we start with an analysis of the
stop rounds.9 Recall that deciding ‘‘Deal’’ relatively early
(late) indicates a relatively high (low) degree of risk aversion.
The treatment differences are less pronounced than before.
The average stop round in the limelight treatment is 7.55 com-
pared to 7.87 in the laboratory treatment and 8.27 in the come-
back treatment. While the average stop round is thus lowest in
the limelight treatment, the differences with the two other
treatments are not statistically significant (versus laboratory: t-
test p ¼ 0.463, Mann-Whitney U test p ¼ 0.406; versus
comeback: t-test p ¼ 0.109, Mann-Whitney U test p ¼
0.126). The difference between the laboratory and the come-
back treatment is not significant either (t-test: p ¼ 0.291;
Mann-Whitney U test: p ¼ 0.362). Figure 4 shows the distri-
bution of the stop round for the three treatments.

The absence of a treatment effect in the stop rounds may
be related to the crudeness of this analysis. While the forty
subjects in each of the two treatments in the first experiment
played the same forty scenarios as TV show contestants,
subjects in this experiment faced completely random sce-
narios. Decision problems can thus be markedly different
among treatments, making it even more important to con-
trol for differences in the stakes, bank offer, and risk of con-
tinuing play. Therefore, we now move to the probit and
structural model analyses. For background on the methods,
we refer to the previous section.

Table 6 shows the results of the probit regression. The
results closely resemble those of the first experiment. The
propensity to ‘‘Deal’’ is positively related to the riskiness of
continuing play and to the stakes and negatively to the
expected return of continuing play. After controlling for

FIGURE 4.—DISTRIBUTIONS OF STOP ROUND: SECOND EXPERIMENT

The figure depicts the distribution of the stop round for the three treatments of our second experiment.
In the comeback treatment, subjects played the game in a standard economic laboratory setting after
viewing others play the game in the limelight treatment. Other definitions are as in figure 3.

TABLE 6.—PROBIT REGRESSION RESULTS: SECOND EXPERIMENT

Coefficient

Constant �1.519 (0.000)
EV/100 1.090 (0.000)
EV/BO �0.661 (0.000)
Stdev/EV 1.267 (0.000)
Limelight 0.293 (0.037)
Comeback �0.111 (0.414)

LL �291.1
McFadden R2 0.258
No. obs. 1367

The table displays the maximum likelihood estimation results of a probit model aimed at explaining
the decisions of the subjects in the laboratory (N ¼ 91), limelight (N ¼ 40), and comeback (N ¼ 51)
treatment of our second experiment. Comeback is a dummy variable that takes a value of 1 for observa-
tions from the comeback treatment. Other definitions are as in table 1.

8 The laboratory treatment of this second experiment is used in Baltus-
sen et al. (2012) to investigate different types of incentive systems. The
experiment as a whole also consisted of the other treatments analyzed in
Baltussen et al.

9 Three subjects in this experiment ended up with trivial choice pro-
blems involving prizes of 1 cent only. Each rejected all nine offers, imply-
ing stop round values of 10. The results are not materially different when
we set their stop round equal to the number of the first round that had no
prizes other than prizes of 1 cent (or to the average of this number and
10). We omit these uninformative choices in the subsequent probit regres-
sion analyses and structural choice model estimations.

326 THE REVIEW OF ECONOMICS AND STATISTICS



these variables, subjects in the limelight turn out to be sig-
nificantly more likely to ‘‘Deal’’ than those in the laboratory
(p ¼ 0.037) and the comeback treatment (p ¼ 0.004).
There is no significant difference between the laboratory
and comeback treatment (p ¼ 0.414).

Panel A of table 7 presents the results of the structural
model estimations for EU. As in the previous experiment,
the expo-power function converges to a risk-seeking CRRA
power function for the laboratory treatment. The same is
found for the comeback treatment. In both cases, the esti-
mated model outperforms a naive model that assumes risk
neutrality (laboratory: w2(2) ¼ 30.23, p < 0.001; come-
back: w2(2) ¼ 15.20, p < 0.001). The b parameter is not
significantly different between the laboratory and comeback
treatment (p ¼ 0.359). For the limelight treatment, the
expo-power function again reduces to a risk-averse CARA
exponential function that outperforms risk neutrality
(w2(2) ¼ 11.97, p ¼ 0.003).

Panel B of table 7 presents the estimation results for PT.
In the laboratory treatment, we find a rather strong utility
curvature, with an a of 0.408. Loss aversion is limited, with
l equaling 1.259. Both values differ significantly from
unity (a: p < 0.001; l: p ¼ 0.005). Furthermore, the refer-
ence point sticks to earlier expectations, with y2 ¼ �0.009
(p < 0.001), and is, on average, located in the vicinity of
the bank offer (y1 ¼ 1.002). For subjects in the comeback
treatment, we find a curvature of 0.639, a loss aversion of
1.407, and reference point parameters of �0.067 and 1.015
(all p � 0.005). When we compare the various parameters
of these two treatments, we find that subjects in the come-

back treatment demonstrate less curvature and a stickier
and more elevated reference point than subjects in the
laboratory treatment (a: p ¼ 0.001; l: p ¼ 0.278; y1:
p ¼ 0.014; y2: p ¼ 0.015).

In the limelight treatment, we similarly find significant
values for utility curvature (a ¼ 0.751, p < 0.001), loss
aversion (l ¼ 1.863, p < 0.001), and stickiness of the
reference point (y2 ¼ �0.154, p < 0.001). In the absence
of changed expectations, the reference point takes a value
that is relatively close to the current bank offer
(y1 ¼ 1.088). In line with the first experiment, subjects in
the limelight are more loss averse (p ¼ 0.006) than subjects
in the laboratory. In addition they now also display signifi-
cantly less curvature of the value function (p < 0.001) and
a stickier and more elevated reference point (both
p < 0.001). Compared to the comeback treatment, subjects
in the limelight are again more loss averse (p ¼ 0.040),
and they also have a stickier (p ¼ 0.003) and more elevated
(p < 0.001) reference point. Utility curvature is not signifi-
cantly different (p ¼ 0.173).

Similar to the first experiment, the PT model explains
subjects’ choices significantly better than the EU model.
This better fit holds for all three treatments. Further ana-
lyses yield evidence of the same pattern of path dependence
as in the first experiment: in all treatments, we find that
losers have a greater risk appetite than winners and neutral
subjects.

The major difference between the two experiments was
that the future bank offers were somewhat ambiguous to
subjects in the first and fixed and known to them in the sec-

TABLE 7.—EU AND PT MODEL ESTIMATES: SECOND EXPERIMENT

Laboratory Comeback Limelight

A. Expected Utility Theory
a — — 0.010 (0.000)
b �0.504 (0.000) �0.332 (0.006) 0.000 (1.000)
s 0.375 (0.000) 0.296 (0.000) 0.196 (0.000)

LL �165.2 �88.1 �71.3
AIC 336.5 182.2 148.6
BIC 350.0 194.1 159.6
No. obs. 677 401 289

CC (0/1) 1.261 1.189 0.998
CC (0/10) 1.261 1.189 0.975
CC (0/100) 1.261 1.189 0.761
CC (0/1000) 1.261 1.189 0.140

B. Prospect Theory
a 0.408 (0.000) 0.639 (0.000) 0.751 (0.000)
l 1.259 (0.005) 1.407 (0.000) 1.863 (0.000)
y1 1.002 (0.000) 1.015 (0.000) 1.088 (0.000)
y2 �0.009 (0.000) �0.067 (0.005) �0.154 (0.000)
s 0.223 (0.000) 0.163 (0.000) 0.231 (0.000)

LL �142.7 �59.9 �61.0
AIC 295.4 129.8 131.9
BIC 317.9 149.8 150.3
No. obs. 677 401 289
CC (0%) 0.367 0.676 0.794
CC (100%) 0.996 0.951 0.857
CC (200%) 1.633 1.324 1.206

The table displays the maximum likelihood estimation results of the EU (panel A) and PT (panel B) model for the laboratory (N ¼ 91), limelight (N ¼ 40), and comeback (N ¼ 51) treatment of our second experi-
ment. The panels follow the format and definitions of tables 3 and 5.
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ond. A comparison of the estimation results can thus give
an indication of whether the effect of ambiguity on beha-
vior is similar or different in and out of the limelight.10

Because the bank offer structure differs between the
experiments and the stop round and probit analyses cannot
take this difference into account, we consider the structural
model results only. For EU, the expo-power function
reduces to a similar CRRA power function in the two
laboratory treatments; the relevant risk aversion parameter
is not significantly different (risk: b ¼ �0.504; ambiguity:
b ¼ �0.861; p ¼ 0.371). In the limelight, however, the risk
aversion parameter of the resulting CARA function is mar-
ginally significantly larger in the experiment with ambigu-
ity than in the one without (risk: a ¼ 0.010; ambiguity:
a ¼ 0.021; p ¼ 0.066). The CEs (CCs) for a lottery with a
50% chance of e100 illustrate these differences. Under
laboratory conditions, the values of e63.07 (126%; risk)
and e68.91 (138%; ambiguity) are relatively similar. Under
limelight conditions, the values of e38.07 (76%; risk) and
e27.72 (55%; ambiguity) are clearly more different.

For PT, the differences in behavior translate into differ-
ent loss aversion coefficients. For the laboratory treatments,
there is no significant difference between the two experi-
ments (risk: l ¼ 1.259; ambiguity: l ¼ 1.505; p ¼ 0.349).
For the limelight treatments, however, the coefficient is sig-
nificantly larger in the one with ambiguity (risk: l ¼ 1.863,
ambiguity: l ¼ 2.825, p ¼ 0.020).11

IV. Conclusion and Discussion

To analyze how risky choice in the limelight differs
from that under more usual experimental laboratory condi-
tions, we conducted two incentivized experiments that
mimicked the game of the TV show Deal or No Deal. In
the laboratory treatments of the experiments, subjects
made decisions in a standard, computerized laboratory set-
ting as typically employed in economic experiments. In
the limelight treatments, subjects made their choices in a
simulated game show environment, which included a live
audience, a game show host, and video cameras. The sec-
ond experiment also had a comeback treatment, in which
subjects who had previously gained passive experience
by watching others play the game made decisions under
laboratory conditions.

We find that subjects are more risk averse in the limelight
than in the anonymity of a typical behavioral laboratory. In

both experiments, subjects in the limelight have a higher
propensity to opt for the sure alternative. For the EU model,
this translates into a more concave (risk-averse) utility func-
tion. For PT, we observe a higher loss aversion coefficient.

Findings from studies on investor behavior corroborate
this result. Barber and Odean (2001, 2002) find that inves-
tors trade more and more speculatively after switching from
phone-based to online trading. Konana and Balasubrama-
nian (2005) report that investors tend to keep their core
investments with traditional brokers and use a small frac-
tion of their wealth to speculate online.

Our second experiment indicates that people in the lime-
light also have a higher reference point and adjust it more
slowly, and that their value function has less curvature. The
latter is in line with earlier findings by Miller and Fagley
(1991), Takemura (1993, 1994), and Vieider (2011). How-
ever, the difference is not significant when we compare sub-
jects in the limelight with experienced subjects in the come-
back treatment, suggesting that it may be a spurious effect
related to subjects’ experience with the game from watch-
ing others play. The other results for the comeback treat-
ment reinforce our previous findings about the difference
between risk attitudes in and out of the limelight.

While the general degree of risk aversion is affected by
the limelight manipulation, the dynamic pattern in risk
behavior is not. In particular, and in line with the break-
even effect, subjects in and subjects out of the limelight are
more risk prone when the game develops substantially
worse than expected. Of course, on average, losers faced
lower stakes, and increasing relative risk aversion (IRRA)
thus appears to be a simple explanation for their greater risk
appetite. However, IRRA cannot explain that the choice
patterns resemble those found by Post et al. (2008) for
games that used stakes of up to 10,000 times the size of
those used in our experiment. Furthermore, IRRA would
also imply more risk aversion for winners than for subjects
in the middle group, which is not what we observe. The risk
appetite of winners is in line with the house-money effect:
when all possible outcomes are in the gain domain, people
no longer feel they might be losing their ‘‘own’’ money and
they take more risk.

Our simple PT model allows for a sticky reference point
and can capture these path-dependent and very different
risk attitudes. All five treatments in our experiments point
out that the reference point is sticky and partly determined
by subjects’ (presumed) initial beliefs about the task out-
come. This finding is in line with recent literature on refer-
ence-point formation that argues that reference points are
expectation based and imperfectly updated (K}oszegi &
Rabin, 2006, 2007; Abeler et al., 2011; Baucells et al.,
2011; Ericson & Fuster, 2011). For all treatments, the PT
model indeed explains subjects’ choices significantly better
than the EU model that we employ.

The different degree but similar pattern of risk aversion
under the two conditions is important in the light of the
recent debate on the external validity of laboratory and field

10 Admittedly, comparisons between the limelight treatments are poten-
tially confounded by another design difference. In contrast to subjects in
the other treatments, subjects in the limelight treatment with ambiguity
(first experiment) were told at the start that only half of them would play
the game. A sense of relief or feelings of luck might thus have influenced
the behavior of those selected.

11 In addition, in the laboratory, the reference point is stickier and more
elevated under ambiguity than under risk, and there is marginally signifi-
cantly less curvature (y1: p ¼ 0.004; y2: p ¼ 0.009; a: p ¼ 0.061). In
contrast, in the limelight, the reference point is less sticky and less ele-
vated under ambiguity than under risk, and there is no significant differ-
ence in curvature (y1: p ¼ 0.015; y2: p ¼ 0.022; a: p ¼ 0.707).
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studies (Levitt & List, 2007a, 2007b; Camerer, 2015).
Kessler and Vesterlund (2015) argue that while attention
has focused on the generalizability of quantitative results, it
is much more relevant to focus on the generalizability of
qualitative results, as most experimental studies are focused
on the direction rather than the magnitude of effects.
Furthermore, they argue that while the external validity of
quantitative results is highly contested, this is not the case
for the external validity of qualitative results. Levitt and
List (2007b, p. 351), for example, state that ‘‘even for those
experiments that are affected by our concerns, it is likely
that the qualitative findings of the lab are generalizable,
even when the quantitative magnitudes are not.’’ Indeed, a
large number of studies suggest that qualitative results gen-
eralize between lab and field settings, even if quantitative
results differ (Kagel & Roth, 2000; Tenorio & Cason,
2002; Healy & Noussair, 2004; Isaac & Schnier, 2005;
Antonovics et al., 2009; Östling et al., 2011; Bolton, Grei-
ner, & Ockenfels, 2013). Our finding of similar patterns of
risk taking under different experimental conditions sup-
ports the positive view on the generalizability of qualitative
results. At the same time, the different degrees of risk tak-
ing across conditions sketch a negative picture on the gen-
eralizability of quantitative estimates. Where scrutiny has
thus far predominantly been considered as a disturbing fac-
tor in tasks where moral and wealth are competing objec-
tives (Levitt & List, 2007a, 2007b), this result suggests that
scrutiny also affects behavior when moral concerns do not
play a role.

The most important difference between the two sets of
experiments in our study was that the second used a simple
deterministic model for the percentage bank offers that was
known to subjects, while subjects in the first set were faced
with some uncertainty about the precise offers. Much
empirical evidence shows that people are averse to ambigu-
ity or uncertainty about outcome probabilities (Ellsberg,
1961; Camerer & Weber, 1992). When we compare the
results of the two experiments, we find that subjects under
limelight conditions are indeed more adventurous when the
bank offer structure is deterministic and known instead of
ambiguous to them, while we find no evidence that beha-
vior under laboratory conditions is affected by this design
change. The different effect of ambiguity in and out of the
limelight is in line with literature that suggests that ambigu-
ity aversion is related to the presence of outside observers
(Curley, Yates, & Abrams, 1986; Trautmann, Vieider, &
Wakker, 2008; Muthukrishnan, Wathieu, & Xu, 2009).
Also, the absence of an effect of ambiguity under laboratory
conditions corresponds with the findings of Fox & Tversky
(1995). Through various experiments under conditions of
anonymity resembling our laboratory treatments, they find
evidence that ambiguity aversion does not occur when there
is no contrast of the ambiguous event with a similar but less
ambiguous event. Such a contrast is indeed salient in most
studies that classify ambiguity aversion as a real phenom-
enon. In our case, the task did not embed any contrast, and

subjects were not aware of any other related experiment
with differently generated bank offers.12,13

Comparisons between the results of the comeback treat-
ment and the basic laboratory treatment can identify the
effect of passive experience on risk tolerance in our experi-
ment. Recent literature shows that experience helps to elim-
inate anomalous behavior—in particular, loss aversion
among market participants (List, 2003, 2004b, 2011; Engel-
mann & Hollard, 2010; Seru, Shumway, & Stoffman,
2010). We find no clear evidence in this direction, perhaps
because the experience of the subjects in the comeback
treatment was only passive, because learning is slow and
subjects observed only twenty others, or because their
choice problems were of a different nature from those in a
market context. More specifically, we find that the passive
experience that comeback-treatment subjects acquired by
watching others play does not affect the loss aversion para-
meter of our PT model, but we do find evidence for
decreased curvature and a more elevated and sticky refer-
ence point. Interestingly, although the empirical fit of the
PT model is much better than that of the EU model for
every treatment, the improvement is strongest for the come-
back treatment. This suggests that passive experience
strengthens rather than weakens prospect theory like beha-
vior here. A possible explanation is that experience from
watching others brings along vivid task-specific expecta-
tions and reference, which in turn guide subjects’ own
behavior. The stickier reference point of experienced sub-
jects indeed points in this direction.

Using DOND as the experimental task has a number of
advantages, most notably that the game allows the study of
path dependence. However, at the same time, the stop-go
nature of DOND might confound the interpretation of our
results. In fact, subjects in our limelight treatments were
asked to either decide to take risk and stay in the limelight
or to opt for a safe money offer and step out of the lime-
light. As a result, subjects are more likely to ‘‘Deal’’ if they
suffer a fixed disutility from being in the limelight.
Although we cannot completely rule out this alternative
explanation for our results, it does not appear particularly

12 Interestingly, the comparative ignorance hypothesis of Fox and
Tversky (1995) is grounded on the finding of Heath and Tversky (1991)
that ambiguity aversion is driven by people’s feeling of (in)competence.
Possibly, the presence of onlookers in our limelight treatments under-
mined our subjects’ confidence in their capability to perform the task, and
this way amplified the effect of the ambiguous bank offer structure on
choice.

13 The uncertainty about the bank offers in our first experiment can be
interpreted as a ‘‘background risk,’’ although in a strict sense, background
risk is mostly regarded and implemented as an additive risk to a subject’s
overall wealth and not—akin to the uncertainty about future percentage
bank offers here—as a multiplicative risk to the outcomes of one choice
option only. Based on certain assumptions, most theoretical accounts pre-
dict that individuals take less risk in the presence of background risk
(Pratt & Zeckhauser, 1987; Gollier & Pratt, 1996; Eeckhoudt, Gollier, &
Schlesinger, 1996). Experiments by Harrison, List, and Towe (2007) and
Lee (2008) confirm this prediction, whereas the findings of Lusk and
Coble (2008) and Herberich and List (2012) indicate that background risk
has little to no effect on risky choice.
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strong for several reasons. First, self-reflection suggests that
such a disutility would rapidly decrease as the game pro-
gresses, as many people get used to being in the limelight
after a while. When subjects have to make decisions that
make a real difference, they have already gone through an
introductory talk with the host and played several trivial
game rounds. Second, deciding ‘‘No deal’’ commits to play-
ing only one round more, and rounds are short, especially at
the critical stages of the game when few or only one case is
to be opened. The extra time that would be involved is in
fact negligible in the light of the time already spent on
stage. Third, and perhaps most important, the data contra-
dict a fixed disutility of being in the limelight. If such a dis-
utility exists, the decisions of the most unfortunate subjects
in our sample would be disproportionately affected by it. In
our data, we find that losers have a strong tendency to con-
tinue to play, and this tendency appears to be even stronger,
not weaker, in the limelight than in the laboratory. The lat-
ter two arguments similarly indicate that it is unlikely that
the treatment effect is driven by a propensity among lime-
light subjects to reduce the time costs of their fellow stu-
dents in the audience.

Another potential downside of using DOND is that it
may entail a specific demand effect under limelight condi-
tions. As Gertner (1993) pointed out, taking risk is more
entertaining for spectators, and this might lead subjects to
make riskier choices. In contrast to this intuitive predic-
tion, however, we find that subjects take less risk in the
limelight than in the laboratory. Apparently, such a
demand effect is relatively unimportant. The overall treat-
ment effect that we find may seem more in line with a
demand effect where subjects feel encouraged to make
safe choices. However, if going against the perceived
demand of spectators generates a fixed disutility, it would
again especially affect the behavior of losers, which is not
what we observe.

Our experimental design allows us to study the influence
of public scrutiny on specific parameters of risky choice
models, but it does not allow us to fully disentangle the
underlying mechanisms. Next to the demand effects already
noted, subjects’ fear of others’ judgments can be expected
to play a role. Indeed, the finding of increased ambiguity
aversion under public scrutiny is generally interpreted in
terms of justifiability and fear of negative judgments
(Curley et al., 1986; Trautman et al. 2008). Similar fears
may lead to increased risk aversion. In addition, a number
of psychological studies suggest that emotions influence
risky choice (Loewenstein et al., 2001; Rick & Loewen-
stein, 2008). Public scrutiny may entail feelings of stress
and anxiety and lead to a state of physiological arousal.
Several studies indicate that anxiety lowers subjects’ pro-
pensity to take risk (Raghunathan & Pham, 1999; Maner
et al., 2007; Kuhnen & Knutson, 2011). Similarly, Mano
(1994) finds that ‘‘distress’’—the combination of a negative
(unpleasant) emotional state and a high level of arousal—
leads to less risk taking. Future research can more directly

investigate the mechanisms that underlie the relation
between risk tolerance and public scrutiny, as well as the
interplay between them.

In sum, our findings provide a mixed message about the
generalizability of findings from one setting to another
when the degree of public scrutiny is different. Quantitative
measurements of risk preferences do not seem to have uni-
versal applicability, but the qualitative pattern of path
dependence in risk behavior appears to be robust.
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